# #loading CSV data with PD

import pandas as pd

url = 'https://raw.githubusercontent.com/justmarkham/DAT8/master/data/bikeshare.csv'

bikes = pd.read\_csv(url, index\_col='datetime', parse\_dates=True)

# Correlation and head map

import seaborn as sns

bikes.corr()

sns.heatmap(bikes.corr())

# Linear regression with one variable

# create X and y

feature\_cols = ['temp']

X=bikes[feature\_cols]

y =bikes.total

# instantiate and fit

linreg = LinearRegression()

linreg.fit(X, y)

# print the coefficients

print linreg.intercept\_

print linreg.coef\_

# pair the feature names with the coefficients

zip(feature\_cols, linreg.coef\_)

# #linear regression normal with multiple variables

# create X and y

feature\_cols = ['temp', 'season', 'weather', 'humidity']

X = bikes[feature\_cols]

y = bikes.total

# instantiate and fit

linreg = LinearRegression()

linreg.fit(X, y)

# print the coefficients

print linreg.intercept\_

print linreg.coef\_

# pair the feature names with the coefficients

zip(feature\_cols, linreg.coef\_)

# #splitting training set.

from sklearn.cross\_validation import train\_test\_split

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, random\_state=123)

# # Regularization with RidgeCV (different reg parms🡺alphas)

![\underset{w}{min\,} {{|| X w - y||_2}^2 + \alpha {||w||_2}^2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANMAAAAdBAMAAADCy0QuAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi50Yz2BIMnTz3a+/++n8fbBgAAACz0lEQVRIx72VMWgTYRiGn8vlcsldYq60SCnSXltx0CUZiogWgrYuBXvoouCQUdThKOpghQTbwYpgnFqkw6lbuiTQsWACbhmsSKKbQXQ2UKSDQh3uklzaJJcSzDcd/C/f83///fcc9FXSuUJvwes79FlxSj3lRC2c6xN1i/Heps8I1T5RMtu9BU010W5YiHkeSCOz3r1BDNF+CJlt2ihgeaEaGb/RvYGFYj/MuwLB3ZbkpW/veLlpeqHOyL2hfElXK9FsTU6YLHtOFVxZAiBgeqCendc7t4kWZM0TlTr4A4BgdEfJBwe5zm3UvaUe3pVTXig7NBUfuTF5Fek5wan4iNFIin91QFolrM26b+Qdi9WOqKenkk6DmwmK4ucW1ExKC75ijHgkOZPSgtXmphYB4pFkJHnCcH/3FRY6ocI5cVdAAUvUKlT42YIy1hAybGOkMNbwWc2pPmqAkSKFzzWVJNco2xmX1xzUOGw8RAFLkmtyjWkslKYoS/hzvIEdKOHXG6iLJzIA24zhA+5ms9nsW0BNBGrOxute+zB37cfcAvAJvut2AzUhWOhYKE1RlokY4j5UoEzUrKNEPfgbYIPLCO6zCqV9VXvjLq/ZU8n7kDXtBqG0X0fDQmmIUq6RQqgawYwh11iT6igVXgPsscEjNyoaU3J2xuU1GxWowZbTIBoLpeUkFkpDlEKVMcK6ruZ0oUrJ5yTFAkwkgS/iV7RWVMpwttP0mvOu1pG2RHsxYs6mhfplt0WpauQJ5GOBYkzVuDdso6TFCtKvTeD20P2hFvsK+ff1yecPX4vl0eEH0/aiVDxZHHZQ7UTZm27POhmX14LJbp9wO1H2gipTdjLtvXYUVRflcVFiQS3YmQ5eO4qqi/LYUw3lvTKdHHi0/JDw+jV2zbgXE/gPL5/mymMGUkIotqsMBsWFgOUbEOqFkIsPCDUZ1lcGhHoyWjT+M+IfPyzDcUvhlRAAAAAASUVORK5CYII=)

>>> from sklearn import linear\_model

>>> clf = linear\_model.RidgeCV(alphas=[0.1, 1.0, 10.0])

>>> clf.fit(X\_train, y\_train)

RidgeCV(alphas=[0.1, 1.0, 10.0], cv=None, fit\_intercept=True, scoring=None,

normalize=False)

pred=clf.predict(X\_test)

>>> clf.alpha\_

0.1

# #regularization with LassoCV(different reg parms🡺alphas)

![\underset{w}{min\,} { \frac{1}{2n_{samples}} ||X w - y||_2 ^ 2 + \alpha ||w||_1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQwAAAArBAMAAAB/fKuaAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi50Yz2BIMnTz3a+/++n8fbBgAAADmUlEQVRYw+2WS2gTYRDH/9vNZnfzaBJfiAW7jU/Uw0ZQ8QWh1hce3KLiA4Q9FNSKGHqzComtVKpFIz0I0kNUUPCgG/CgIJgcFLEHA9Je7cWToBUViwp19pG4SW3SpSbm0CmE+Sbz3++X2e+bKVDZtqioAzvfrNQDBgJzGHMYcxjVxeDWZuoBI4LhamKwgFxJJlPWUSxFWbGeNDPb+uiDWhrzAKlKuhRl8Xg89Qu7WE8qMiHnoEDmk7a9u4vrQ7EyGMBNhxhszDEGmmM4X7YacFkv9MRMMRyZ9aRAhg+Wx1jJm4uF1cTwfukqfzaE3q6ZYTDhyIIDLbvAXYFAruIIg/0l0eeRKLLsW/vXJ1O4ZOwQn/xZhCG0vLTEliiPsSEeFG5gCSJ+VXfHHGFgv84SHMUo3tuPGUX2FdfbwhjGdgR1cV6UT1L6wSTpWilx3W1IOavGGzoaHD/Oj2OZvXfSeuRvGMwYxMuKLs6LjKRuA9Cl4TbwzHD1Ik9WtDzG1sakfkKiTAq6sPMB2R0j4h63Yfja2j62tWmAP4jGsCm2RHoS85RyRuBX2O+gEpEbiDmpBisJ32ghJoi+6MaIiYYxY4fCTDGrEY/Bc98UWyKD9RxApYlTsRQhqZDbzznB8AK39Gsriwm+qNEGZI9m7FCYKSbGWVJqptgS5THodS2BT5K8mkTucIMDDJZ+aTNt749tTzDFU0iOK8YOhZliYogxHNNkQ2yJ8hjeINJwp2V3Vib39PyZY3D7R8F9GqITmV2ULdYx6eclM8XE4NMXN7WaGJYojzGr9jW9rSmZKX3l2tc0GPNeK7PDGKG/4pkC5xiMzE/MCoPNeDMlM6UcBvdm1d+eIqrYO7tqhNKlMwXORxs1mecVMFxAtNL5iVJWYaZMJ9aTbLYcO7pty73oWRbaiVobI8o5W3XYCfbwZ1yrOQY2u1O2zuWROCGpX7oSOx6rMsYAo0X+rMI0jjS0Tj011a5Gi0/qLSwEiXZU8H1KVke1MS4szv5pNO1ooHlHww6r5yO9jl3bvjuUWZ9toiqFV+mxmpj7xaEBGkk+TeK0lR41LATUNcgl3rrUex61j2K1wfBPTn415x3/QzmDnejEHjbpTjUquVMhhWI1v0CR3AIM0rsYZDKMFNiYGjBitaboRPSqe1C5xyZd7b5EE/OkAxs6K/fPf16MHtW3uJX+tdCYFWKLxL/yhoIUw380EXVhB+uCgn1YzUb+GxVCGQuYEDVhAAAAAElFTkSuQmCC)

>>> from sklearn import linear\_model

>>> clf = linear\_model.LassoCV(alphas=[0.1, 1.0, 10.0])

>>> clf.fit(X\_train, y\_train)

Lasso(alpha=0.1, copy\_X=True, fit\_intercept=True, max\_iter=1000,

normalize=False, positive=False, precompute=False, random\_state=None,

selection='cyclic', tol=0.0001, warm\_start=False)

>>>pred= clf.predict(X\_test)

array([ 0.8])

# # calculate metrics!

from sklearn import metrics

import numpy as np

print 'MAE:', metrics.mean\_absolute\_error(true, pred)

print 'MSE:', metrics.mean\_squared\_error(true, pred)

print 'RMSE:', np.sqrt(metrics.mean\_squared\_error(true, pred))

**RMSE:155.649459131---With Ridge**

**RMSE:155.643749947---With Losso**

One variable temp

**RMSE:166.175955908---With normal**

**RMSE:166.175913119---With RidgeCV**

**RMSE:166.175581741---With LASSO**